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Introduction 
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EEG Data

● EEG uses scalp electrodes to detect 
rhythmic alterations in the brain's 
electrical activity

● EEG has good temporal but limited 
spatial resolution

● EEG data is sequential data (relevant to 
use of Recurrent Neural Networks) 
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Our Data
● obtained from zenodo.org/records/2348892,
● EEG recordings were taken from an array 

of 16 scalp electrodes in 20 participants
● Each subject participated in 10 blocks (10 

seconds each) of recordings
● The blocks alternated between eyes closed 

(condition 1) and eyes open (condition 2) 
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**Grégoire Cattan, Pedro L. C. Rodrigues, & Marco 
Congedo. (2018). EEG Alpha Waves dataset [Data set]. 
Zenodo. https://doi.org/10.5281/zenodo.2348892

http://zenodo.org/records/2348892


Using machine learning, can we categorize 
when eyes are closed or open based on the 

brain’s electrical activity?  
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Past Approach
● Previous work with time frequency analysis looking at alpha and beta waves
● Open or closed eyes is indicative of different brain states 

○ “The alpha rhythm is typically recorded in awake individuals with their eyes closed. By 
definition, the frequency of the alpha rhythm is 8 to 13 Hz, with amplitudes that are typically 10 
to 50 mV. Lower-amplitude beta activity is defined by frequencies of 14 to 60 Hz and is 
indicative of mental activity and attention.” - Purves, Neuroscience, 6th ed. p. 647
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Berger, H. (1929). Über das elektroenkephalogramm des menschen. Archiv für psychiatrie und nervenkrankheiten, 87(1), 527-570.
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Methods Overview

● 3 data processing approaches
○ Raw data
○ Averaged by block data
○ Top 5 electrode raw data 

■ based on exploratory data analysis
● 2 machine learning algorithms 

○ Multilayer perceptron 
○ Recurrent Neural Network

● Questions
○ Which data preprocessing is best? 
○ Which machine learning algorithm is best? 
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Multilayer Perceptron (MLP) 

● Machine learning approach which can learn to categorize input using multiple 
hidden layers in a feed forward manner 

● Used for when time component not preserved in data processing (data 
simplified to not be sequential) which allows for lower computational cost 
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Recurrent Neural Networks

● Best fit for sequential or time series data like that seen in EEG, where what 
comes next in the sequence depends on what came before

● RNNs capture this idea because they involve a memory component by which 
the input and output at a current time is influenced by the prior input in the 
sequence. 
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Hypothesis: The Recurrent Neural Network 
should do better than the Multilayer Perceptron 

at classifying when eyes are closed 
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Methods
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EEG Data Pre-processing

● In the first stage of data preprocessing, the 
multidimensional array datasets stored in .mat format for 
each subject were converted into Excel format. 

● To enhance usability and preliminary data analysis.
● The excel dataset included a total of 20 columns. 

○ Added column 20 = eye condition (Closed (1), Open 
(0))

● Discarded the portion of the unlabeled data before the first 
block started for every participant. 
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**Grégoire Cattan, Pedro L. C. Rodrigues, & Marco Congedo. (2018). EEG Alpha Waves 
dataset [Data set]. Zenodo. https://doi.org/10.5281/zenodo.2348892



Two types of neural network models with 3 different datasets. 
(2*3)

Multilayer Perceptron Model Recurrent Neural Network

Raw Data Raw Data 

Averaged across blocks Averaged across blocks

Input found useful after 
Exploratory Data Analysis

Input found useful after Exploratory 
Data Analysis

● Two different types of Deep Learning Neural Network—Multiple Perceptron Network and 
Recurrent Neural Network with GRU layer. 

● The EEG dataset were fed into the two neural networks 3 different ways. “Raw data” 
dataset preserved all the milliseconds electrode information; “Averaged across blocks” 
included data points from averaging across blocks; and finally, the last dataset comes 
from exploratory data analysis. 
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Dataset I. (Raw Data, 10 subjects combined)



Dataset II (Averaging across blocks, 19 subjects)
● We averaged eyes open and eyes close data across blocks and collected the 

averaged data on all 16 channels. 
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Data partitioning and model training
● 80% training set and 20% testing set (Participant-wise or raw-data wise)
● The training set — create the model.
● Then the testing set — evaluate the model’s accuracy performance. 
● Multilayer Perceptron Model — Ritesh code**
● Recurrent Neural Network — Publicly available code detecting emotional states***
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Links to the Code:
** https://github.com/coinslab/ComputationalCognitiveModeling/blob/main/python-scripts/MNISTmlpKeras.py
*** https://medium.com/geekculture/predicting-emotions-using-eeg-data-with-recurrent-neural-networks-8acf384896f5

● The previous input and output — utilized before EDA 
● The final input and output utilized in our project comes after EDA.
● Analyzed temporal pattern across different electrodes
● Idea — maybe some electrodes are enough to detect the signal

Dataset III. from Exploratory Data Analysis

https://github.com/coinslab/ComputationalCognitiveModeling/blob/main/python-scripts/MNISTmlpKeras.py
https://medium.com/geekculture/predicting-emotions-using-eeg-data-with-recurrent-neural-networks-8acf384896f5


Results
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EEG data visualization for one subject

● Plot of all 16 electrodes during alternating eyes closed / eyes open conditions
● Visible pattern observed from electrodes: FP1, FP2, FC5, FC6, FZ
● Feature selection was done to test the models using only the 5 electrodes with visible pattern

FP1

FP2

FC5

FC6

FZ
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Subject 1: Timestamp (x) vs EEG signal mVolts (y) for each electrode Subject 1: Timestamp (x) vs EEG signal mVolts (y) for each electrode

Eyes open

Eyes closed



EEG data visualization for multiple subjects
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Subject 2: Timestamp (x) vs EEG signal mVolts (y) for each electrode Subject 3: Timestamp (x) vs EEG signal mVolts (y) for each electrode Subject 4: Timestamp (x) vs EEG signal mVolts (y) for each electrode

● Sampled three subjects to plot the first 8 electrodes 
● Data shows large variation in EEG signals
● This will impact the modeling for all subjects given that not all subjects shows the same 

strengths and pattern.

● Sampled one electrode FP1 to show data distribution for 10 subjects
● Data shows large variance in EEG signals ranging from -20,000 to 20,000 mVolts 
● There is still some observed segregation of data between class 0 (closed) and class 1 

(open), so model may still be predictive



Results for Multilayer Perceptron (MLP) 
Using COINS MnistMlpKeras.py 
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Dataset Test Loss Test Accuracy

1 Raw data, 10 subjects, 16 electrodes 0.64 50.19%

2 Raw data, 10 subjects, 5 electrodes 0.57 50.15% 

3 Averaged data, 19 subjects, 16 electrodes 13.30 50.04%

Other test scenarios
1. Tested 20 layers - degraded performance
2. Tested 20 & 50 epochs - no change

1. Raw data, 10 subjects, 16 electrodes



Results for Recurrent Neural Network (RNN)
Sample modeling code online for EEG data 
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Dataset Test Loss Test Accuracy

1 Raw data, 10 subjects, 16 electrodes 0.48 73.15%

2 Raw data, 10 subjects, 5 electrodes 0.62 60.54%

3 Averaged data, 19 subjects, 16 electrodes 2.02 50.15%

Other test scenarios:
1. Tested 10 epochs - degraded performance

1. Raw data, 10 subjects, 16 electrodes 3. Average data, 20 subjects, 16 electrodes



Discussions
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● RNN with GRU model using raw data for 10 subjects and all 16 electrodes produced the highest accuracy at 73.15%
● MLP did not improve on performance across the three datasets, showing that feed forward neural network may not be the best 

approach for large dataset with large variability such as EEG recordings
● As expected, averaged data has the lowest prediction accuracy for both models due to smaller training data and lost signals 

caused by data aggregation

Summary of Results

Subjects Electrodes Data Type Train size MLP accuracy RNN accuracy

10 16 Raw 597,071 50.19% 73.15%

10 5 Raw 597,071 50.15% 61.54%

19 16 Average 69,134 50.04% 50.15%

Other observations:
● Splitting per subject for training and testing performed worse (~50% accuracy) than randomization of combined data for all subjects 

○ Splitting per subject was done to preserve the sequence of records given that RNN is best used for sequential data analysis. 
○ However, the large variability of EEG data per subject likely caused the degraded performance, given that a sample of test data 

is unseen during training
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Summary and Limitations

Overall Summary

● Using machine learning, can we categorize when eyes are closed or open based on the brain’s electrical 
activity?

○ Yes. Machine learning algorithm such as RNN can be useful in predicting conditions of eyes open or eyes closed 
based on EEG data of multiple subjects, however subject variability of baseline EEG signals heavily impacts the 
accuracy of the model. 

● Hypothesis: Recurrent Neural Network should do better than the Multilayer Perceptron (MLP)
○ True. Based on the experiments done, RNN performed better when using raw data compared to MLP. 

Limitations

● Limited Colab GPU resources impacted the following:
○ Ability to run more tests and plotting of raw data 
○ Ability to include all raw data for 20 subjects

● Pre-processing of EEG data was not done.
○ Interblock variability 
○ Individuals differences in baseline
○ Removal of motion and ocular artifacts 
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Implications
To conclude, our research is slightly different but it complements other approaches done 
for analysing EEG raw data: 

● Although we didn’t convert our data to frequency, we were still able to see a pattern of change in our raw data, as we 
used an RNN code to predict eye conditions. 

Applications:
● Increased Reliability of EEG Based Testing through Machine Learning
● Optimization of Mental States

○ Eye breaks

References:
● Department of Psychiatry, Nagoya University Graduate School of Medicine, Nagoya Japan - Application of eye 

trackers for understanding mental disorders: Cases for schizophrenia and autism spectrum disorder - 
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7292297/#:~:text=If%20someone%20has%20a%20defect,pathogenic
%20mechanisms%20underlying%20mental%20disorders. 
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Future Directions

● Personalized EEG detection through BCI 
○ Utilizing BCI for uniquely tailored outputs based on an individual’s daily neural activity 

● Using Similar Approaches
○ Utilizing this data to look for emotional regulation, sleep monitoring, etc
○ Using different grouping styles (gender, age, etc)

References:
● Cornell University - Deep Convolutional Neural Network for Automated Detection of Mind Wandering using EEG 

Signals https://arxiv.org/abs/1902.01799 
● Brain-Machine Interface Systems Lab, Systems Engineering and Automation Department, Miguel Hernández 

University of Elche, Elche, Spain - Personalized Offline and Pseudo-Online BCI Models to Detect Pedaling Intent 
https://www.frontiersin.org/articles/10.3389/fninf.2017.00045/full 
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https://arxiv.org/abs/1902.01799
https://www.frontiersin.org/articles/10.3389/fninf.2017.00045/full


Questions/Concerns? 

27


